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Increasing the spatial resolution in climate models has significantly improved the simulation of global 
upper-layer ocean circulation. However, the ability of high-resolution models to accurately reproduce 
mid-depth circulation, in terms of strength and direction, still remains uncertain. An analysis of 17 
climate models with varying resolutions reveals that both low and high-resolution models depict 
weaker current speeds compared with observations. High-resolution models demonstrate improved 
simulations of current speed and flow direction, except in the Southern Ocean. The performance 
of high-resolution models in regions with strong currents is generally better than in regions with 
weak flows. Dynamically, increasing the model resolution enhances the representation of temporal 
variations in mid-depth circulation by effectively capturing mesoscale processes. However, this also 
results in an overestimation of their intensity by approximately 65% on average across the global 
ocean.

Ocean circulation is crucial for transporting heat and mass on regional and global scales, driving the exchange 
of mass and energy across the planet1. The circulation of the upper layer, particularly its large-scale processes, 
has been extensively investigated and is now well understood through theories, observations, and numerical 
models2–4. In the past three decades, advancements in satellite altimeter technology have bolstered our 
comprehension of the surface circulation in the global oceans5.

However, due to the scarcity of observations, our understanding of mid-depth circulation remains largely 
unclear6. The mid-depth circulation (typically around 1000 m deep) is a critical zone which plays a vital role 
in maintaining the mass and energy balance of the global ocean7. Unlike the upper layer circulation, which is 
mainly driven by winds, the circulation in the deep ocean is influenced by both wind-driven and thermohaline 
processes1. Additionally, mid-depth circulation may be affected by bottom topography and remote baroclinic 
forcing due to its proximity to the seafloor8,9. Therefore, the dynamics of mid-depth circulation are even more 
complex than those in the upper layer, requiring further clarification.

Directly measuring mid-depth circulation is challenging and costly, leading to limited availability of in-
situ observations9. Additionally, most previous observational studies primarily focus on regional variabilities, 
such as the energetic western boundary regions10,11, without providing a comprehensive picture of mid-depth 
circulation in global oceans. Fortunately, the advent of the profiling floats and the implementation of the Argo 
program has been immensely beneficial for studying global subsurface ocean. Argo floats provide valuable 
temperature and salinity data that enhance the accuracy of ocean state analyses and improve seasonal forecast 
skill12. These data help reveal deep circulation, improve understanding of ocean eddies and mixing, highlight 
long-term ocean variability, quantify sea level rise contributions, and enhance weather predictions13.

By 2020, Argo floats have provided an extensive dataset of approximately 2.4  million profiles. These 
profiles include temperature, salinity, and position data, covering the upper 2000 m of the ocean13, which have 
significantly enhanced our understanding of the ocean interior. The Argo float trajectory can be utilized to 
estimate subsurface absolute velocities by considering its drift distance at the parking depth and the drifting 
duration14. Using this method, mid-depth circulations in regional and global oceans have been estimated in 
numerous studies7,15–17. Using over 1.3 million velocity estimates, the Scripps Institution of Oceanography has 
developed and continues to maintain a time-mean global velocity dataset for the 800–1200 dbar range18 (see 
‘Argo Observations’ in Methods). This dataset could serve as an effective benchmark for evaluating numerical 
models and reanalysis products regarding the global mid-depth circulation.
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In addition to observations, numerical models provide another effective way to depict the mid-depth 
circulations globally19. The design and distribution of the Coupled Model Intercomparison Project Phase 6 
(CMIP6) have made notable contributions to marine science20. The ocean, being a vital component of these 
climate models, has been well reproduced with increased model resolutions, particularly in terms of simulating 
the circulation patterns in the upper ocean. Compared to non-eddy-permitting models, high-resolution 
(0.25° or 0.1°) simulations from the High-Resolution Model Intercomparison Project (HighResMIP) allow 
for resolving some mesoscale processes, leading to enhanced simulations of the ocean’s structure, variability, 
and long-term trends21,22. Increasing the resolution of climate models enhances their ability to represent upper 
ocean circulation by resolving the Rossby deformation radius23,24. The high-resolution model demonstrates 
advantages in explicitly representing mesoscale eddies and narrow boundary currents25. How these features are 
represented affects both the ocean’s mean state and climate variability, including future climate response26. In 
addition, increasing resolution could help address bias issues in certain regions, such as the Atlantic27. However, 
the performance of increased resolution models in simulating mid-depth flow remains unclear. It is reported 
that model representations of global mid-depth circulation are compromised by inaccuracies in magnitude 
and direction7. Only 3.8% of mid-depth oceans are accurately modeled, while other regions show significant 
underestimations in current velocity. Ocean circulation is better understood in low-latitude regions but is 
notably poor in high latitudes, affecting predictions of currents, temperature, CO2 sequestration, and sea-level 
rise7.

Thus, to gain a better understanding of mid-depth circulation, it is beneficial to quantify the improvements 
offered by high-resolution models (see ‘Climate models’ in Methods). Here, we employ the Scripps Argo 
trajectory-based velocity product to assess the performance of both low and high-resolution CMIP6 models 
in representing mid-depth circulation. We use Spearman’s rank correlation to evaluate current speed, cosine 
similarity to evaluate flow direction, and standard deviation to evaluate variations (see ‘Data analysis method’ 
in Methods). These evaluations seek to ascertain the efficacy of increasing the resolution of climate models as a 
valuable approach for accurately simulating the mid-depth circulation in global oceans.

Overview of the simulated global mid-depth circulation
To gain a comprehensive understanding of simulated mid-depth circulation and its ability to reproduce Argo 
observations, we first examine the spatial structure and global mean of mid-depth circulation and evaluate the 
performance of both low-resolution (LR) and high-resolution (HR) models (Fig. 1). The modeled velocities are 
obtained from the ensemble mean of multiple climate models in both LR and HR simulations. Regarding current 
speed, both the LR and HR simulations exhibit weaker amplitude compared to the observations, with a global 
mean of 0.013 m/s and 0.016 m/s for the LR and HR simulations, respectively, whereas the Argo product shows a 
global mean current speed of 0.019 m/s. The primary discrepancies are observed in the western boundary current 
(WBC) regions and the Antarctic Circumpolar Current (ACC) region (Fig. S1), characterized by high velocities 
(Fig. 1a,b). Another notable inconsistent region is the tropics, characterized by complex undercurrent systems, 

Fig. 1. Long-term mean velocity difference between models and Argo observations. (a,b), Differences in 
current speed (Argo minus Model) between the ensemble mean of models and the Argo observations in the 
LR (a) and HR (b) simulations. (c,d) Same as (a,b), but for cosine similarity. The map is created with Python 
3.10.14 (https://www. python.org/d ownloads/rel ease/python -31014/). Increasing model resolution improves 
both current speed and flow direction simulations.
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where both HR and LR simulations exhibit relatively weak flows. The HR simulation exhibits improvements 
in the WBCs and their extension regions, such as the Kuroshio Current and the Gulf Stream. Nevertheless, 
the modeled flow in these regions remains weaker compared to the Argo observations. Moreover, in the ACC 
region, which is characterized by rich eddy activities, the increased resolution introduces greater complexity to 
the spatial structure of current differences.

Compared to the modeled current speeds, climate models show more limitations in simulating the flow 
direction of mid-depth circulations, especially in ocean interiors characterized by weak flow, where the modeled 
flow direction can even be reversed (Fig. 1c,d). In LR simulations, these reversed flow patterns are observed in 
certain low-latitude areas, such as the tropical Pacific and Atlantic (Fig. 1c). HR simulations notably enhance 
the modeled flow direction in these regions, particularly in the South Pacific and the North Atlantic (Fig. 1d). In 
comparison, both the LR and HR models demonstrate a reasonable representation of flow direction in the WBC 
regions and the ACC region.

It is noteworthy that the modeled flow direction in high-latitude regions is better than that in low-latitude 
regions. This difference is due to the ocean being more barotropic at higher latitudes, resulting from weaker 
stratification28. In high-latitude regions, weak oceanic stratification leads to the first baroclinic normal mode 
playing a dominant role1. In tropical regions, characterized by strong stratification, higher baroclinic modes are 
also important29. Consequently, the mid-depth circulation in high-latitude regions is more influenced by wind-
driven processes compared to low-latitude regions. For instance, in the high-latitude North Pacific, such as the 
frontal regions in the Kuroshio and Oyashio Extensions, the wind-driven circulation in the upper ocean can 
extend downward to a depth of 1500 m30,31. In contrast, in the low-latitude Pacific, such as the North Equatorial 
Current and Countercurrent region, the wind-driven circulation remains confined to the upper 400–600 m32. 
Driven by the convergence of potential vorticity fluxes induced by eddies, abundant undercurrents exist beneath 
the thermocline in tropical oceans, where the mid-depth circulation deviates from—and can even be opposite 
to—the wind-driven circulation in the upper layer33,34. The presence of these undercurrents poses a significant 
challenge in accurately simulating mid-depth circulation in tropical regions. In addition, notable discrepancies 
in the LR simulations are observed along the northern edge of the ACC (Fig. 1c). However, these inconsistencies 
are noticeably mitigated in HR simulations, indicating that higher resolutions lead to a more accurate depiction 
of the ACC.

To conduct a more comprehensive evaluation of model performance across different latitudes, we calculated 
zonally averaged global current speed differences and cosine similarities (Fig. 2). The Argo observations indicate 
stronger current speeds compared to both the HR and LR models across most latitudes. The speed discrepancies 
are primarily concentrated in tropical and high-latitude regions, with HR models showing smaller differences 
compared to LR models (Fig. 2a). There are significant differences in the mid-latitudes around 40°N, primarily 
due to the inaccurate simulation of the downstream Gulf Stream (Fig. 1a,b), which can exceed model simulations 
by up to 70%7. Another significant difference occurs around 60°N, where the model produces stronger current 
speeds than observations. These discrepancies are primarily located in the North Atlantic region, especially the 
Labrador Sea. Although climate models could well reproduce the Atlantic Meridional Overturning Circulation, 
a large spread among models persists27. A more accurate representation of the Atlantic Ocean is still needed 
to improve the reliability of climate models. In subtropical areas, both HR and LR models exhibit similarly 
favorable performance. Regarding flow direction, both models effectively capture high-latitude flow, while large 
discrepancies emerge in tropical regions (Fig. 2b). Improvements in the HR models are limited across most 
latitudes; however, a distinct enhancement is evident within the ACC region.

Fig. 2. Zonally averaged global current differences between models and observations. (a,b) Zonally averaged 
current speed differences (Argo minus Model) (a) and cosine similarity (b) between models and Argo 
observations in the HR (red) and LR (blue) models. The model’s performance for both current and flow 
direction is latitude-dependent.
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Model performance in different oceans
The performance of both LR and HR models varies across different regions. Therefore, we conducted evaluations 
across the Pacific Ocean, Atlantic Ocean, and Indian Ocean (three oceans), as well as examinations of tropical 
regions using a 30° latitudinal band centered around the equator, and the Southern Ocean. Compared to LR 
models, HR models consistently produce more accurate simulations in terms of both current speed and flow 
direction across most of these regions (Table 1).

In the three oceans, the HR models exhibit enhancements in current speed, with improvements ranging 
from 8 to 15%, accompanied by a reduced model spread. Specifically, model performance in the Atlantic Ocean 
is better than in the other two oceans. In the tropical oceans, both HR and LR models exhibit limitations in 
simulating current speed, with the largest model spread reaching 16% of the average. In the Southern Ocean, the 
modeled current speed shows better performance than in other regions for both HR and LR models. However, 
increased resolution weakens model performance in this region and introduces more uncertainties.

Regarding flow direction, HR models show improvements in both the Pacific and Atlantic Oceans. Despite 
the improvement, the Atlantic Ocean demonstrates poor performance in both HR and LR models in the 
extratropical regions. The Indian Ocean exhibits the best performance among the three oceans in both LR and 
HR models, with no improvements in the HR models. Similar to current speed, flow direction in tropical oceans 
is not convincingly reproduced, showing the lowest level of consistency. In the Southern Ocean, flow direction 
exhibits its best performance across the global oceans but is weakened in HR models. Although HR models 
generally show better performance in most areas, increased resolution consistently results in an expanded model 
spread (Table 1).

To further evaluate model performance in regional oceans and their differences, we divided the global ocean 
into several regions (Fig. S1 in Supporting Information). In general, these regions can be classified into two 
categories based on the strength of circulation: the subtropical WBC regions and the ACC region (red geometries 
in Fig. S1), characterized by strong flow, and the ocean interior and tropical regions (blue geometries in Fig. S1), 
characterized by weak flows. The WBC regions include the Kuroshio Current (KC), the Gulf Stream (GS), the 
Agulhas Current (AC), the East Australian Current (EAC), and the Brazil Current (BC). Meanwhile, the interior 
regions comprise the North Pacific (NP), the North Atlantic (NA), the South Indian (SI), the South Pacific (SP), 
and the South Atlantic (SA). Notably, the ACC region selected in this study differs from the Southern Ocean 
region, encompassing a confined band between 60°S and 40°S rather than spanning the entire Southern Ocean. 
This distinction is made to focus on the strong current region. The WBC and ACC regions are known for their 
abundance of eddies35, contributing to more turbulent flows, while the interior regions are comparatively “calm”. 
However, the narrow axes and rich mesoscale processes of WBCs present a challenge for coarse-resolution 
models in accurately representing their features. Therefore, it is beneficial to examine model performance in 
these different regions, respectively.

The modeled current speed in HR simulations has shown improvement compared to LR simulations in all 
WBC regions, especially for the Kuroshio Current and the Gulf Stream (Fig. 3a). Both LR and HR simulations 
exhibit a good representation of the ACC region, with negligible differences observed between them. However, 
in ocean interiors, the performance of HR models in simulating current speed varies by region (Fig. 3b). In the 
Atlantic interiors and tropical regions, increased resolution proves advantageous for simulating current speed, 
whereas it is less beneficial in the Pacific and South Indian regions. In general, the disparities between LR and 
HR simulations are smaller in ocean interiors compared to the WBC regions.

For flow direction, the performance of climate models with different resolutions exhibits a pattern similar 
to current speed (Fig. 3c,d). Although the improvement in flow direction is only moderate compared to that 
in current speed, HR simulations still outperform LR simulations in all WBC regions. Specifically, the East 
Australian Current region shows the largest improvement, while the other WBC regions display relatively weaker 
enhancements with increased resolution (Fig. 3c). In ocean interiors, the impact of increased resolution on flow 
direction generally aligns with that on current speed, except in the South Atlantic region, where LR simulations 
outperform HR simulations (Fig.  3d). However, the differences between LR and HR models in simulating 
flow direction are minimal in most ocean interiors. It is worth noting that the North Atlantic region exhibits 
the largest inconsistencies in the flow direction simulation (Figs. 1c and 3d). Despite limited improvements, 
HR simulations consistently enhance the modeled flow direction in this region, indicating a more accurate 
representation of the North Atlantic circulation (Fig. 3d).

Region

Spearman correlation Cosine similarity

LR HR LR HR

Pacific Ocean 0.35 ± 0.04 0.38 ± 0.03 0.23 ± 0.02 0.24 ± 0.01

Atlantic Ocean 0.53 ± 0.03 0.61 ± 0.02 0.17 ± 0.02 0.25 ± 0.04

Indian Ocean 0.42 ± 0.03 0.48 ± 0.03 0.39 ± 0.03 0.39 ± 0.06

Tropic Oceans 0.31 ± 0.05 0.33 ± 0.05 0.04 ± 0.03 0.11 ± 0.05

Southern 
Ocean 0.69 ± 0.04 0.65 ± 0.05 0.58 ± 0.02 0.54 ± 0.04

Table 1. Spearman correlation, cosine similarity, and their intermodel standard deviation for different regions 
in both HR and LR models. These values are calculated individually for each model and then averaged. 
All mean values in this table are statistically significant at the 95% confidence level. The HR models show 
improvements in most regions.
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Overall, HR simulations exhibit better performance in the WBC regions than LR simulations for both current 
speed and flow direction (Fig. 3). This finding may initially seem counterintuitive, as the WBC regions exhibit 
the largest inconsistencies in current speed (Fig. 1a,b). However, this can be attributed to the fact that the mean 
strength of currents in these regions is typically stronger than in the ocean interiors. As a result, the relative 
differences become smaller in areas with stronger flow.

Improved but overestimated eddy processes in HR simulations
One of the most important advantages of increased resolution in numerical models is the more accurate simulation 
of the mesoscale eddy field36,37. As the first baroclinic Rossby deformation radius decreases from approximately 
240 km in the near-equatorial band to less than 10 km at latitudes higher than about 60°38, the coarse resolution 
(~ 1°) of LR simulations restricts their ability to effectively reproduce the eddy field. Fortunately, the increased 
resolution in HR simulations improves the ability of numerical models to resolve these mesoscale variabilities21. 
Although the Argo trajectory-based velocity product may not accurately depict the eddy variability for any 
specific period, we can utilize the velocity standard deviation (VSTD) derived from the time-varying, small-
scale mapped estimate as an indicator of the strength of eddy processes18. The modeled VSTD is calculated from 
the monthly mean horizontal velocity data for the historical period. Although this time resolution is relatively 
coarse, making it difficult to resolve all eddy processes, the Argo-based VSTD is also insufficient for capturing 
the full extent of these processes. The purpose of using VSTD is not to quantify eddy activity directly but rather 
to serve as a proxy for the time variability.

The global spatial pattern of the modeled VSTD generally matches Argo observations. The Argo observes 
large VSTD in the WBC and ACC regions (Fig. 4b,e). Additionally, the zonal VSTD in tropical regions is notably 
high (Fig. 4b). However, the strength of the VSTD varies with model resolution. In LR simulations, the VSTD 
appears weaker compared to the Argo observations, particularly in the WBC regions, where it is distinctly lower 
than the Argo observations (Fig.  4f). In HR simulations, there is a considerable improvement in the VSTD 
(Fig. 4a,d). However, the strength of the VSTD in HR simulations is stronger than observed by Argo, suggesting 
an overestimation of the eddy field. An overestimation at a specific scale implies an underestimation of other 
processes, such as the subgrid scale, leading to biases in the energy cascade across different scales. Given the 
wide range of scales and complex interactions in ocean turbulence, enhancing the accuracy of subgrid-scale 
parameterizations is crucial for future climate models.

To quantify the modeled VSTD in climate models, we use linear regression to compare it with the observed 
VSTD. In LR simulations, the linear regression slopes for zonal and meridional VSTD are 0.53 and 0.51, 
respectively (Fig. 4g,h), with corresponding R2 values of 0.81 and 0.75. These relatively lower slopes indicate an 
underestimation of VSTD in the LR simulations. By contrast, HR simulations exhibit steeper linear regression 
slopes for zonal and meridional VSTD, measuring 1.64 and 1.70, respectively (Fig. 4g,h), with R2 values of 0.85 
and 0.83. The HR simulations improve the underestimated VSTD seen in the LR simulations, however, they also 

Fig. 3. Comparison of velocity between models and observations in different regions. (a–d) Spearman’s 
rank correlation (a,b) and spatial-mean cosine similarity (c,d) in WBC and ACC regions (a,c), as well as in 
ocean interior and tropical regions (b,d). The colored circles (stars) represent HR (LR) simulations. The black 
symbols indicate the multi-model mean, while the error bars represent the 95% confidence intervals, estimated 
using a bootstrap method. The presence of red (blue) shading indicates that HR simulations outperform 
(underperform) LR simulations. Increasing model resolution consistently improves current speed but has 
varying effects on flow direction.
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introduce excessive variance. Specifically, the LR simulations underestimate approximately 50% of the observed 
VSTD, while the HR simulations overestimate it by around 65%. Thus, the overestimation in the HR simulations 
is even greater than the underestimation in the LR simulations. The large amplitude of overestimation occurs 
in the eddy-rich regions (Fig. 4a,d), consistent with previous studies39. The overestimation may be attributed 
to coherent mesoscale eddies’ intensity, which produces biases in the eddy growth stage39. Thus, an improved 
representation of eddies is needed in the next generation of climate models.

To gain further insights into the main sources of the VSTD differences, we conducted a more detailed 
examination of the VSTD in different regions (Fig. 5). The regional mean VSTD observed by Argo is stronger 
than that of the LR simulations but weaker compared to the HR simulations, consistent with the horizontal 
distribution (Fig.  4). The zonal and meridional components of VSTD demonstrate comparable magnitudes 
in most regions. However, it is noteworthy that in tropical regions, both Argo and climate models exhibit a 
relatively weaker meridional VSTD compared to the zonal components (Fig. 5b). This characteristic aligns well 
with the banded zonal flow observed in these regions. In general, the enhanced and overestimated VSTD in HR 
simulations is approximately 1.5 to 2 times higher than that observed by Argo in most WBC and ACC regions 
(Fig. 5a). Notably, the modeled VSTD in the EAC region is comparable to the Argo observations, being only 
around 1.2 times higher than the Argo data. In the ocean interiors, the modeled VSTD in HR simulations closely 
matches the Argo observations, with only a slightly greater magnitude (Fig. 5b). Therefore, the uncertainties of 
VSTD in HR simulations primarily occur in the WBC and ACC regions, consistent with the patterns observed 
in mean velocity (Fig. 1a,b) and the previous study7.

Conclusions
In this study, we utilize 17 climate models to evaluate the performance of HR simulations in capturing global mid-
depth circulations, in comparison to LR simulations. The observed mid-depth velocity data is obtained from the 
Argo dataset. Overall, both LR and HR models depict weaker current speeds compared to the observations, with 
substantial differences concentrated in tropical and high-latitude regions. The disparities in flow direction are 
primarily located in tropical regions, with more favorable model performance observed in high-latitude regions.

The model performance evidently varies with regions. The HR models consistently yield enhanced simulations 
than the LR models in terms of both current speed and flow direction across most ocean basins. The tropical 
oceans pose the most greatest challenge for accurately simulating both current speed and direction, while the 
Southern Ocean attains heightened accuracy compared to other oceanic areas. Despite improved flow direction 
in most areas by the HR models, the heightened resolution consistently leads to an increased model spread in 
all regions.

The performance of increased resolution in the WBC and ACC regions is superior to that in ocean interiors 
and tropical regions. There is a significant enhancement in HR simulations for both current speed and flow 
direction across all major subtropical WBCs. However, the performance of HR simulations varies regionally 

Fig. 4. The VSTD in models and observations. (a–f) The standard deviation of zonal (a–c) and meridional 
(d–f) velocities in the ensemble mean of HR models (a,d), the Argo observations (b and e), and the ensemble 
mean of LR models (c,f). (g,h) Scatterplots of the zonal (g) and meridional (h) VSTD between the Argo 
observations and the ensemble mean of models. The red (blue) symbols represent the HR (LR) models. The 
colored lines show the linear regression, with shading for the 95% confidence level. The black dashed line is the 
one-to-one reference. The map is created with Python 3.10.14  (   h    t t  p s :  /  / w w w .  p y t  h o n  .  o r g / d o w n l o a d s / r e l e a s e / p y t 
h o n - 3 1 0 1 4 /     ) . The observed VSTD is stronger than in LR simulations but weaker than in HR simulations.
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in ocean interiors. Both LR and HR simulations demonstrate limited representation of tropical flow direction, 
characterized by zonally banded jets. Furthermore, LR simulations underestimate mid-depth eddy processes, 
while HR simulations show improvements but tend to overestimate these processes. This improvement, yet 
overestimation, is primarily observed in the WBC and ACC regions. Our findings highlight the importance of 
reproducing global mid-depth circulations in climate models. On the one hand, assimilating more observed 
data, such as Argo floats, brings the model closer to representing the real ocean. On the other hand, improving 
parameterizations in climate models is crucial for accurately resolving more processes. This is crucial for 
advancing our understanding of mid-depth circulations and their role in the broader climate system.

Methods
Argo observations
A new subsurface velocity dataset, known as the Scripps Argo trajectory-based velocity product, has been provided 
by the Scripps Institution of Oceanography18. This dataset is derived from Core, BGC, and Deep Argo float 
trajectories collected from 2001 to 2020. When possible, extrapolated velocities were included, and transmitted 
velocities were used otherwise. The dataset utilizes a 1° horizontal resolution and incorporates over 1.3 million 
velocity estimations to reconstruct a time-mean velocity field for the 800–1200 dbar layer. To compute large-scale, 
time-invariant velocity estimation at each grid point, data within a 250 km radius were used, employing linear least 
squares fit to second-order polynomials that varied based on latitude and longitude18.

Climate models
Based on the CMIP6 projects, eight low-resolution (LR) coupled climate models were assessed, and seven high-
resolution (HR) models participating in HighResMIP were included for the comparison. The analysis focused 
on the “hist-1950” experiments conducted over the period 1950–2014. The sub-experiments with matching 
resolutions were averaged to one model product before use (Table S1 in Supporting Information). The eddy-free 
LR experiments were conducted at various horizontal resolutions ranging from 50 to 100 km in the ocean. By 
contrast, the HR experiments were conducted at different horizontal resolutions, including 25 km (eddy-present) 
and 10 km (eddy-rich) configurations. Additional model configurations are referred to as CESM40, HadGEM3-
GC3.141, EC-Earth3P42, CMCC-CM243, CNRM-CM6-144, ECMWF-IFS45, MPI-ESM1-246, AWI-CM-1-147. 

Fig. 5. Comparison of VSTD between models and observations in different regions. (a,b) The regional mean 
VSTD of zonal (solid-color patches) and meridional (line patches) components in the WBC and ACC regions 
(a), as well as in the ocean interior and tropical regions (b). The error bars represent the 95% confidence 
intervals, estimated using a bootstrap method. The enhanced simulation of VSTD in HR simulations primarily 
occurs in most WBC and ACC regions.
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Furthermore, a high-resolution simulation utilizing the Community Earth System Model version 1.3 developed 
by the International Laboratory for High-Resolution Earth System Prediction (CESM-iHESP)40 is included in this 
study. This simulation incorporates historical forcing spanning from 1950 to 2005. To distinguish different CESM 
experiments, the CESM from CMIP6 is designated as CESM-CMIP6.

Detailed information about these climate models can be found in the Supporting Information (SI). The 
vertically-averaged horizontal velocity from 800 to 1200  m is chosen as a representation of the mid-depth 
circulation in all climate models. All the modeled velocity fields are resampled to a horizontal resolution of 1°, 
which is consistent with the horizontal resolution of the Argo velocity product. This resampling facilitates a 
direct comparison between the modeled and Argo velocity data.

Data analysis method
The modeled mid-depth circulation is evaluated by comparing the current speed, direction, and temporal 
variations between observations and models. First, Spearman’s rank correlation analyses were utilized to examine 
the consistency in current speed between observations and models. This non-parametric method assesses the 
strength of the association between two ranked current speed. The Spearman’s rank correlation is calculated using

 
rs = cov (R (uo) , R (um))

σR (uo) σR (um)  (1)

where R(uo) and R(um) represent the ranks of the observed and modeled current speed, cov(R(uo), R(um)) denotes 
the covariance of the rank variables, σR(uo) and σR(um) indicate the standard deviations of the rank variables. The 
coefficient rs ranges from − 1 to 1. A positive (negative) value indicates a direct (inverse) monotonic relationship, 
while a value of 0 suggests no monotonic association between the variables.

To evaluate the modeled flow direction, cosine similarity is an effective measure of similarity between two 
non-zero vectors, which is defined as the cosine of the angle between them

 
cos (θ) = uo · um

|uo| |um|  (2)

where uo and um are the observed and modeled velocity vectors. It quantifies the similarity in direction between 
the two vectors. The cosine similarity value ranges from − 1 to 1, where 1 indicates perfect similarity, -1 indicates 
perfect dissimilarity, and 0 indicates orthogonality between the vectors.

To assess the temporal variations of mid-depth circulation, we utilize the standard deviation (σu, σv) of 
horizontal velocities as an indicator, which can be computed by

 
σ2

u =
N∑

n=1

1
N

u′
n

2 (3a)

 
σ2

v =
N∑

n=1

1
N

u′
v

2 (3b)

where u′
n = un − ū and v′

n = vn − v̄; un and vn represent the zonal and meridional velocities, respectively, 
while ū and v̄ denote the mean velocities over the entire model period (N time steps). The standard deviation 
of observed velocities is calculated based on the time-varying, small-scale mapped estimate derived from the 
Argo velocity product18. It is worth noticing that there may be some discrepancies between the model and 
observations. On the one hand, the Argo-based temporal variations may not fully capture high-frequency 
variability due to the use of trajectories from 5- to 25-day cycles. In most areas of the global oceans, long-time 
cycles dominate. On the other hand, the Argo floats cannot provide continuous observations at a fixed position, 
further limiting the representation of high-frequency variations. To mitigate this limitation, we compute the 
temporal variation from the model using monthly mean velocities during the historical period of the climate 
models. Comparing the standard deviation of modeled and observed horizontal velocities provides a suitable 
estimation for assessing temporal variations of the mid-depth circulation.

Data availability
The CMIP6 model data, including the HighResMIP data, is available for download from the official Earth Sys-
tem Grid Federation (ESGF) website (https://esgf-node.llnl.gov/search/cmip6/). The CESM-iHESP data used 
in this work are available from the Texas A&M Datahub portal  (   h t t p  s : / / i h  e s p . g i  t h u b . i  o / a r c h i v e / p r o d u c t s / i h e s 
p - p r o d u c t s / d a t a - r e l e a s e / H I S T _ T N S T / o c n / i n d e x . h t m l     ) . The Scripps Institution of Oceanography Argo velocity 
dataset is freely available on the UCSD library (https://doi.org/10.6075/J0KD1Z35), Argo website  (   h t t p  s : / / a r  g o . 
u c s  d . e d u /  d a t a / a r g o - d a t a - p r o d u c t s / v e l o c i t y - p r o d u c t s /     ) .  
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