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ABSTRACT: The Agulhas Current (AC) is a critical component of global ocean circulation. However, due to a lack of
multidecadal observations, it is not clear how the AC has changed in response to anthropogenic forcing. A recent observa-
tional study suggests a broadening and slight weakening of the AC in the past few decades, while others suggest a strength-
ening of the AC during the historical period. In this paper, we find substantial internal variability of the AC on decadal to
multidecadal time scales in high-resolution models. We show that the AC consistently exhibits two modes of decadal and
multidecadal (i.e., low frequency) variability in a series of high-resolution climate models: a uniform mode that is largely as-
sociated with changes in the AC strength and a dipole mode that is mainly related to width changes of the AC. We demon-
strate that the uniform mode is mainly forced externally by the decadal variations of the wind field and presents a decline
under global warming, suggesting a weakening of the AC in response to anthropogenic forcing. The dipole mode, on the
other hand, is mainly due to internal dynamics and does not show a trend during the historical period. Using a quasigeo-
strophic model that captures the dipole mode, we attribute the dipole mode to low-frequency potential vorticity changes in
the western boundary, driven by a divergence of relative potential vorticity due to eddy activity. Thus, our results present
further context for the interpretation of the AC responses in a changing climate based on a short observational record.
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1. Introduction

The Agulhas Current (AC) system in the southwest
Indian Ocean is a critical component of the climate system
(Beal et al. 2011). Originating from the Mozambique Channel
and the Southeast Madagascar Current, the AC flows
southwestward along the east coast of Africa, transporting
around 76 Sv (1 Sv ; 106 m3 s21) of warm water poleward
(Beal et al. 2015; McMonigal et al. 2022). After passing
the southern tip of Africa, the AC retroflects back into the
Indian Ocean and flows toward the east as the Agulhas
Return Current. At the retroflection, the AC leaks warm
and salty waters into the Atlantic Ocean as eddies and
surface filaments (Biastoch et al. 2008a; Rühs et al. 2013;
Wang et al. 2016), i.e., the Agulhas leakage. The Agulhas
leakage connects the Indian Ocean and the Atlantic
Ocean, acts as a crucial returning pathway of the global
ocean overturning circulation (Weijer et al. 2001; Talley
2013), and could potentially modulate the variability of the
Atlantic meridional overturning circulation (Biastoch et al.
2008b).

Both the AC transport and pathway exhibit variability on a
range of time scales. Based on 3 years of in situ mooring obser-
vations and two decades of sea surface height data, Beal et al.
(2015) found substantial seasonal variations of the AC trans-
port, which peaks in the austral summer. On interannual time
scales, observations and reanalysis data suggest that the AC
transport is largely constrained by the overlying atmospheric
circulation, which is modulated by El Niño–Southern Oscilla-
tion (ENSO) and the Southern Annular Mode (SAM) (Elipot
and Beal 2018). The AC pathway is occasionally interrupted
by solitary cyclonic meanders on intra-annual time scales near
the coast of Port Elizabeth (348S, 258E), the Natal pulse (Krug
and Penven 2011), associated with high-frequency sea sur-
face temperature variability. Tsugawa and Hasumi (2010)
analyzed the generation mechanisms of the Natal pulse us-
ing a high-resolution regional ocean model. They concluded
that anticyclonic eddies from the upstream AC is responsi-
ble for triggering the Natal pulse through barotropic insta-
bility, which is later confirmed by Elipot and Beal (2015)
using in situ observations. The Natal pulse also shows inter-
annual variations, which have been linked to large-scale
wind variability in the southern Indian Ocean (Yamagami
et al. 2019).

In this study, we focus on the low-frequency variability of
the AC system on decadal to multidecadal time scales. The
long-term changes of AC have been examined in a number of
studies over the past two decades, using both observations
(Rouault et al. 2009; McMonigal et al. 2022; Gunn et al. 2022)
and numerical models (Cai 2006; Sen Gupta et al. 2021).
However, it remains debatable whether the AC transport has
changed significantly during the historical period in response
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to greenhouse gas forcing and previous studies have reached
contradictory conclusions. Using a high-resolution (0.18) re-
gional model nested to a relatively coarse-resolution (0.58)
global ocean model, forced by reanalysis atmospheric
boundary conditions, Biastoch et al. (2009) suggests that the
AC transport, at 328S, decreased by around 5 Sv from 1970
to 2004. However, using a Regional Oceanic Modeling Sys-
tem (ROMS) with a 0.258 resolution, Rouault et al. (2009)
suggests a strengthening of the AC from 1982 to 2001. More
recently, building on both in situ observations and sea sur-
face height data, Beal and Elipot (2016) suggested that the
AC is broadening, with only a slight decrease of 1 Sv since
the early 1990s. The broadening was attributed to an in-
crease in eddy activity in the AC region. However, it is not
clear whether this broadening is a forced response to a
changing climate or due to intrinsic dynamics.

The discrepancy in long-term changes of the AC between dif-
ferent studies could be due to either the insufficient length of
observations or the different representation of eddies, which
are key to the AC variability. The long-term change in AC may
be aliased with its variations on decadal and multidecadal time
scales, which could stem from either oceanic intrinsic variability
or external atmospheric forcing. Thus, to better understand the
responses of the AC system in a warming climate, it is crucial to
separate the long-term trend from its low-frequency variability
and to uncover the underlying mechanisms that determine the
long-term change of AC on different time scales. To achieve
this goal, we use a state-of-the-art high-resolution model
Community Earth System Model (CESM) and a group of
HighResMIP models in phase 6 of the Climate Model Intercom-
parison Project (CMIP6) to examine the decadal and multideca-
dal variability of the AC and its response to global warming.

The paper is organized as follows. Section 2 gives a brief de-
scription of the model simulations used in this study. In section 3,
we quantify the low-frequency variability of AC and its response
to global warming in CESM and the HighResMIP simulations.
The mechanisms that account for the low-frequency variability of
AC are explained in section 4 using a quasigeostrophic model,
followed by some discussions in section 5. Section 6 summarizes
the results.

2. Description of the high-resolution model simulations

a. CESM

The output from a fully coupled high-resolution climate
model, released by the International Laboratory for High-
Resolution Earth System Prediction (iHESP), is used in this
study (Chang et al. 2020). It was carried out using the NCAR
Community Earth System Mode (CESM) version 1.3. The at-
mosphere and land components of CESM have a nominal hori-
zontal resolution of 0.258. The ocean component, Parallel Ocean
Program version 2 (POP2), has a horizontal resolution of nomi-
nal 0.18 and is fine enough to resolve the structure of AC and
the eddy–mean flow interactions along the AC (Hallberg 2013).
We focus on two experiments by CESM 1.3: a preindustrial con-
trol experiment and a historical experiment. The 500-yr prein-
dustrial control experiment, initialized from the climatological

data of World Ocean Atlas 2013 in January, is forced under cli-
mate conditions that represent 1850. The historical simulation is
branched from the preindustrial control experiment at year 250,
and it is forced by the historical climate condition from 1850 to
2005. Thus, the differences between the preindustrial control
and historical experiments represent a forced response to the in-
creasing greenhouse gas forcing during the historical period. We
use monthly-mean output during model years 200–500 in the
preindustrial control experiment and 1870–2005 in the his-
torical experiment to show the low-frequency variability of
the AC. The daily outputs, which are available only during years
338–450 in the preindustrial control experiment and 1877–2005
in historical experiment, are used in analysis of the dynamic
mechanisms. A more detailed description of this high-resolution
dataset can be found in S. Zhang et al. (2020).

b. HighResMIP

To investigate whether the results are model dependent, we
also use output from the CMIP6 HighResMIP experiments
(Haarsma et al. 2016). The HighResMIP is the first high-
resolution coupled climate model intercomparison project,
which is designed to systematically investigate the impact ofmodel
resolutions on climate simulations (Roberts et al. 2020). The 11
HighResMIP datasets used in this study include 9 models with an
eddy-permitting (horizontal resolution 0.258) ocean component
(HadGEM3-GC31-HM1, HadGEM3-GC31-HM2, HadGEM3-
GC31-HM3, HadGEM3-GC31-MM1, HadGEM3-GC31-MM2,
HadGEM3-GC31-MM3, CMCC-CM2-HR4, CMCC-CM2-
VHR4, CNRM-CM6-1-HR) and 2models with eddy-resolving
(horizontal resolution 0.18) ocean component (CESM-TAMU,
HadGEM3-GC31-HH1). All HighResMIP models used in this
study are forced by the same historical forcing (1950–2014) and
the high-end emission scenario of the Shared Socioeconomic
Pathways (SSPx; 2015–50), in accordance with the CMIP6 ex-
perimental protocol.

3. Low-frequency variability of the AC in high-resolution
climate models

We investigate the low-frequency variability of the AC in
high-resolution climate models and examine the processes
that may contribute to the variability. We focus on velocity
field perpendicular to a section across the AC from 33.058 to
34.458S. This section is roughly collocated with the Agulhas
Current Time Series Experiment (ACT) array and the Agulhas
System Climate Array (ASCA) (Beal et al. 2015; Gunn et al.
2020; McMonigal et al. 2020). As in observations, the AC is sur-
face intensified, with a core locating roughly 50 km offshore
(Fig. 1b; Beal et al. 2015). The volume transport of the Agulhas
Current in the high-resolution CESM simulations show substan-
tial variability. Its time-mean value and standard deviation are
about 84 and 22 Sv, specifically. This is comparable to the ACT
and ASCA observation, in which the mean and standard devia-
tion are 76 and 22 Sv, respectively. The transport-weighted tem-
perature and transport weighted salinity are also similar to
observations (Fig. S2; Gunn et al. 2020; McMonigal et al. 2020).

We perform an empirical orthogonal function (EOF) analy-
sis on the model-reported velocity field to decompose the
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time–space velocity field of AC and identify the dominant
pattern of spatiotemporal structure of the AC (Gunn et al.
2020; McMonigal et al. 2020). Before carrying out the EOF
analysis, we perform a 7-yr moving average of the model out-
put to focus on the decadal and multidecadal variability of the
AC. A similar approach is taken by Zhang et al. (2010) in ex-
amining the low-frequency variability of sea surface tempera-
ture. We note that the first 10 years and the last 10 years in
preindustrial control and historical experiments have been
discarded due to the filtering.

a. Low-frequency variability of the AC and its response
to anthropogenic forcing

We identify two predominant modes of the AC variability
in the preindustrial control experiment of CESM (Fig. 2), a di-
pole mode and a uniform mode, which together account for
about 90% of the low-pass-filtered AC variance. The dipole
mode, which explains about 52% of the variance, is character-
ized by out-of-phase changes between the core and the flank
of AC. The principal component associated with the dipole
mode exhibits substantial decadal variability. A positive phase
of the dipole mode corresponds to a broadening of the AC in
the preindustrial control experiment.

The uniform mode, which accounts for 36% of the AC vari-
ance, is characterized by changes of the same sign over the ex-
amined section. A closer examination suggests this mode is
closely related to changes in the AC volume transport (Fig. 4a).

Like the dipole mode, the uniform mode also exhibits substan-
tial decadal variability. We note that the variability associated
with the uniform mode is mostly highlighted at the flank of AC,
implying that processes at the flank makes dominant contribu-
tions to the low-frequency variability of AC volume transport.

We regress the low-frequency volume transport of the AC
to the velocity section examined above (Fig. S3) and find that
the regression shows similar structure with the uniform mode.
We also choose 25 sections parallel to the AC section men-
tioned above and perform a similar EOF analysis over the ve-
locity fields averaged from the sea surface to 1000-m depth
(Fig. S4). We find that these two modes are robust across these
sections (Fig. S5). Additionally, we also tested the impacts of
different choices of cutoff window in the moving average,
from 5 to 12 years, the results do not appear to be changed
substantially. However, when the cutoff window is smaller
than 5 years, the results would be dominated by interannual
and higher-frequency variability of AC. When the cutoff win-
dow is longer than 12 years, the results would be affected be-
cause substantial decadal variability of the AC is removed.

The ocean circulation and its variations may also be subject
to changes due to anthropogenic forcing (e.g., Yang et al.
2016; Peng et al. 2022). To examine the influence of anthropo-
genic forcing on the low-frequency variability of the AC, we
compare the results above with a historical simulation of
CESM, which includes prescribed anthropogenic forcing. De-
spite the different forcing boundary conditions, the two domi-
nant modes found in the preindustrial control experiment also
exist in the historical experiment, except that the two modes
switch orders with the uniform mode becoming the leading
one (Fig. 3). The two modes explain 86% of the low-pass-
filtered AC variance in the historical run. The uniform mode
in the historical experiment accounts for over 56% of the total
variance, with the dipole mode contributing another 29%.
The uniform mode exhibits an upward trend (Fig. 3c), sug-
gesting a decline of the AC during the historical period. This
decline of the AC volume transport does not appear to be ex-
plained by internal variability of the model and we infer that
this is a response to anthropogenic forcing (see discussion in
section 5a). The absence of linear trend in the dipole mode
suggests that the anthropogenic forcing has limited impact on
the width changes of the AC on centennial time scales (cf.
Beal and Elipot 2016).

b. Potential dynamics in high-resolution CESM

Here we discuss the physical mechanisms related to the two
modes of AC variability in the high-resolution CESM simula-
tions. First, we focus on the uniform mode. The uniform
mode is closely correlated with the AC volume transport with
a correlation coefficient of 0.86 and 0.92 in the preindustrial
control and historical experiments, respectively (Fig. 4).
Therefore, we conclude that the uniform mode represents
variability in the strength of the Agulhas Current. The AC
volume transport is largely determined by the surface wind
stress forcing (Sverdrup 1947). By integrating the wind
stress curl along 348S over the Indian Ocean, approximately
the same latitude as the AC section, we obtain the AC volume

FIG. 1. (a) Mean sea surface temperature (color shading) and sur-
face velocity (black vectors) in the high-resolution CESM historical
experiment, averaged over 1850–2005. The green line indicates the
cross section of AC we examined in this paper. (b) Current velocity
perpendicular to the AC section [green line in (a)] in the upper
2000 m, with positive (negative) values representing southwestward
(northeastward) flow.
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transport driven by basin-scale winds (Fig. 4). When the wind
stress curl leads 2–5 years, their correlation reaches maximum,
with a correlation coefficient of about 0.6. The declining trend
of the AC transport in historical experiment is largely ex-
plained by the weakening of wind stress forcing in the midlati-
tude, caused by a poleward shift in the wind field (Yang et al.
2020). The weakening of the Indonesian Throughflow in a
warming climate may also contribute to the weakening of the
AC transport (Ma et al. 2020).

The dipole mode mainly corresponds to a change in the
width of AC. Previously, the multidecadal width changes of
the AC have been linked to eddy activity (Beal and Elipot
2016). Here we examine the relationships between the dipole
mode and the low-frequency variability of eddy activity. We
separate the velocity field into an eddy component and a
mean flow component using an 18-month cutoff period (Beal
and Elipot 2016). The daily mean output of the velocity field
is used to calculate eddy kinetic energy (EKE). The variability

FIG. 2. EOF analysis on the low-pass-filtered (.7 years) current speed across the AC section in the preindustrial
control experiment, performed over model years 210–490. (a) Spatial pattern of the dipole mode (shading), overlaid
with the mean AC speed across the section (gray dashed contour). (b) Time series of the principal component associ-
ated with the dipole mode (black). The red line denotes the linear trend of the principal component. (c) As in (a), but
for the uniform mode. (d) As in (b), but for the uniform mode.

FIG. 3. As in Fig. 2, but for the results from the historical experiment from 1880 to 1995.
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of the calculated EKE, thus, excludes changes in the kinetic
energy associated with the low-frequency variations (the dipole
mode and the uniform mode). We compare the low-frequency
variability of EKE with the time series of the dipole mode and
find that they are highly correlated with a correlation coefficient
of 0.71 and 0.77 in the historical and preindustrial control ex-
periments, respectively (Fig. 5). The high correlation suggests
that the dipole mode may be related to the nonlinear interac-
tions between the mean flow and eddies. Therefore, we con-
clude that the dipole mode is more representative of nonlinear
interactions, and we use a two-layer quasigeostrophic model to
investigate these dynamical processes further (see section 4).

We also compare the dipole mode with the AC volume
transport. Due to the asymmetry of its spatial pattern, the di-
pole mode is not completely independent of the AC volume
transport. Instead, the correlation coefficients between the di-
pole mode and the AC volume transport are 0.45 and 0.35 in
the preindustrial control and historical experiment, respec-
tively, which is much smaller than that in the uniform mode.

c. Results from HighResMIP models

To examine themodel dependence of these low-frequency var-
iability, we analyze 11 high-resolution models in HighResMIP.
Most of the HighResMIP models (as shown in Figs. S6–S16
in the online supplemental material) show similar results
with CESM. All models in HighResMIP exhibit two leading
low-frequency variability modes, a uniform mode and a dipole
mode. The uniform mode in all models consistently exhibits a
trend that is consistent with a weakening AC transport from
1950 to 2050. The trend in the dipole mode is small and the sign
of it is inconsistent among different models. Meanwhile, the
contribution due to the uniformmode in HighResMIP is larger

than that in the historical and preindustrial control experiment,
due to the rapid decline ofACunder the high-end emission sce-
nario (Stellema et al. 2019; SenGupta et al. 2021).We also com-
pare the relative importance of the dipole model and uniform
mode between different models, and examine its dependence
on how much the model can resolve eddies (Fig. S17). We
find that, as the model resolution increases from 0.258 to 0.18,
the contribution to theAC low-frequency variability due to the di-
pole mode appears to increase, especially in the HadGEM-GC31
series of model simulations, implying the importance of eddies in
the formation of the dipolemode.

4. Low-frequency variability of the AC in a QG model

In the analysis of the CESM model, we highlighted the con-
nections of the dipole model to eddy activity. As the Rossby
number and aspect ratio of the Agulhas Current is very small,
we could use the quasigeostrophic dynamics to explain the low-
frequency variability of AC. In this section, we discuss how eddy
activity may have contributed to the low-frequency variability
using a two-layer quasigeostrophic (QG) model, which, as we
will show below, successfully captures the low-frequency dipole
variability of the AC.

a. QG model and experimental design

The quasigeostrophic model is an idealized theoretical
model, which has been successfully used to theoretically ana-
lyze the low-frequency intrinsic variability of wind-driven
circulation and the dynamics of western boundary current
(Berloff and McWilliams 1999a; Berloff and Meacham 1998;
Berloff et al. 2007; Berloff and McWilliams 1999b; Cessi and
Ierley 1995; Yang et al. 2017b). The governing equations for

FIG. 4. (a) Comparison of the principal component of the uniform mode (red) with the 7-yr low-pass filtered wind
stress curl integrated along 348S across the Indian Ocean (black) and the low-frequency transport variability of the
AC (blue) in the preindustrial control experiment over model years 345–440. (b) As in (a), but for the historical ex-
periment from 1880 to 1995.
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the two dynamical isopycnal layers are as follows (Pedlosky
1987; Berloff et al. 2007):

­q1
­t

1 J(c1, q1) 5
1

r0H1
curlt 1 AH=

4c1, (1a)

­q2
­t

1 J(c2, q2) 5 AH=
4c2 2 g=2c2: (1b)

Here, qi represents potential vorticity, ci represents streamfunc-
tion, and Hi represents the mean thickness of each layer, where
the subscripts i 5 1 and 2 denote the surface and bottom layer,
respectively. Lateral friction with a constant dissipation coeffi-
cient AH and bottom friction in Rayleigh form with a constant
coefficient g are both included to dissipate the flow. The Coriolis
parameter is approximately as a constant f0, and t is the wind
stress. The potential vorticity for the surface (q1) and bottom
(q2) layer are defined as follows:

q1 5 =2c1 1
f 20

g′H1
(c2 2 c1) 1 by, (2a)

q2 5 =2c2 1
f 20

g′H2
(c1 2 c2) 1 by? (2b)

where g′ is the reduced gravity, and b is the meridional gradi-
ent in the Coriolis parameter. Under the quasigeostrophic as-
sumption, the potential vorticity is divided into three parts: the
relative potential vorticity (RPV) =2ci, the thickness potential
vorticity (TPV) [f 20 /(g′Hi)](c32i 2 ci), and planetary potential
vorticity by. For more details about the model configuration,
readers are referred to Mu et al. (2011) and Sun et al. (2013).

The model domain in this experiment includes the whole
south Indian Ocean and part of the South Atlantic Ocean

from 658S to 08 and from 08 to 1158E. The parameters used in
the model are listed in Table 1. The spatial resolution of the
QG model is 10 km, which is enough to resolve the AC (120 km
wide) and eddies (Smith et al. 2000; Chassignet and Xu 2021;
Hallberg 2013), noting that the baroclinic Rossby deformation
radius is about 40 km.

To simplify the geometry, the African continent is repre-
sented by a combination of a rectangular and a right trapezoid
shape, and the island of Madagascar is represented by a rectan-
gular (Fig. 6a). The nonnormal flow and nonslip boundary con-
ditions are used along continental boundaries and domain
boundaries. To remove variability externally forced by changes
in the wind field, we force the model with a zonal wind stress
that is constant in time (Fig. 6b):

tx 5 t0cos[2p(1:2 2 0:03y/Ly)(y/Ly 1 0:12)]: (3)

This form of the wind forcing produces a cyclonic gyre circula-
tion to the south of the subtropical gyre, a crude representation
of the Southern Ocean. Under the above assumptions, we focus
on the midlatitude ocean nonlinear dynamics and the associ-
ated ocean intrinsic low-frequency variability. After a spinup

TABLE 1. The reference parameters used in the QG model.

Model parameters

H1 1000 m H2 3000 m
Lx 11 500 km Ly 6500 km
r0 1000 kg s23 g′ 0.03 m s22

f0 21.26 3 1024 s21 b 1.75 3 10211 m21 s21

Ah 140 m2 s21 g 1027 m21

t0 0.23 N m22

FIG. 5. (a) Comparison of the principal component of the dipole mode (red) with the 7-yr low-pass filtered EKE in-
tegrated along the AC section (black) in the preindustrial control experiment over model years 345–440. (b) As in
(a), but for the historical experiment over 1880–1995.
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for 200 years from a state of rest, the model is integrated for an-
other 200 years with the output saved every 3 days for analysis.

b. Dipole mode in the QG model

As before, we choose a cross section perpendicular to
the coastline of the African continent (black line in Fig. 6a).
After a 7-yr low-pass filter, we apply EOF analysis on the
upper-layer velocity field along the section to examine the low-
frequency variability of the AC. The leading mode (Figs. 7a,c),

which accounts for about 74% of the low-frequency variance, is
a dipole mode that resembles the dipole mode in CESM, char-
acterized by out-of-phase changes between the core and
the flank of AC. Specifically, in the positive phase of the di-
pole mode (red in Fig. 7a), the core of AC is approximately
0.1 m s21 stronger than that in the negative phase (blue in
Fig. 7a) and the flank of AC shows opposite changes. The
dipole mode in the QG simulation has similar spectra with
the preindustrial CESM simulation. The presence of the

FIG. 6. (a) The domain of the QG model and upper layer streamfunction averaged over model years 1–200. The
gray patches represent the lands (African continent and Madagascar island). The black line near the African
coast indicates the AC section selected in QG model. (b) Zonal wind stress tx plotted as a function of latitude,
which is defined in Eq. (3).

FIG. 7. Results from EOF analysis on the low-pass filtered upper layer velocity along the AC section in the QG
model overmodel years 7–194. (a) Time series associatedwith the dipolemode in theQGmodel. Periods with a narrower
AC is marked in red and a broader AC is marked in blue. (b) Time series associated with the uniform mode.
(c) Spatial pattern of the dipole mode in the QGmodel (blue solid line). The time-mean AC speed averaged over model
years 7–194 across the section is plotted in an orange dotted line for comparison. (d)As in (c), but for the uniformmode.
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dipole mode, despite an idealized time-independent wind forc-
ing [Eq. (3)], suggests that the dipole mode is likely a result
of nonlinear intrinsic processes. A uniform mode is also
identified in the QG model, but it plays a much smaller role
in the low-frequency variability of the AC and is distinct
from the CESM simulation, mainly due to the lack of vari-
ability in surface wind forcing (section 3b).

Despite a constant wind forcing, eddy activity exhibits sub-
stantial low-frequency variability, highlighting the impact of
nonlinear processes in the wind-driven circulation (Chang
et al. 2001; Dewar 2003). We now examine the potential role
of eddy activity in the dipole mode of the QG model. As in
CESM, we separate the flow into a mean component and an
eddy component with an 18-month cutoff period. The cutoff
period is chosen to be 18-month based on the eddy time scales
following previous studies (Berloff et al. 2007; Yang et al.
2015; Beal and Elipot 2016). We then calculate the mean flow
kinetic energy (MKE) and the eddy kinetic energy (EKE)
(Figs. 8a,b). By making a composite of EKE and MKE during
the positive phase (narrower AC; red in Fig. 7a) and the nega-
tive phase (wider AC; blue in Fig. 7a) of the dipole mode in
QG model, respectively, we show that eddy activity is much
stronger during the wider AC period than that during the nar-
rower AC period (Fig. 8c), consistent with CESM (Fig. 5) and
observations (Beal and Elipot 2016). Next, we carry out a po-
tential vorticity budget to discuss how eddy activity may help
drive the dipole mode.

c. Potential vorticity budget in the QG model

In the QG model, the low-frequency variability of the po-
tential vorticity in the AC region is closely related to the di-
pole mode (Fig. 9). When the dipole mode is in its positive
phase, the AC is narrower with a stronger shear in the mean
flow, characterized by a positive potential vorticity anomaly.
This relationship also holds in the high-resolution CESM

simulations (Fig. S18). Therefore, we can understand the
physical processes that drive the dipole mode by examining
the processes that determine the evolution of potential vortic-
ity in the QG simulation. We examine these processes using a
budget analysis of potential vorticity, in which we decompose
the potential vorticity equation into contributions due to
mean flow and eddy activity [Eq. (4)]. Through the budget
analysis, we can identify which processes (i.e., mean flow
changes, eddy activity changes, lateral dissipation, eddy–mean
flow interaction, planetary vorticity advection) determine the
evolution of potential vorticity.

The upper layer potential vorticity budget over the black
box in Fig. 9a can be written as

­̃q1
­t

5 TPV1 1 TPV2 1 TPV3 1 TPV4 1 RPV1

1 RPV2 1 RPV3 1 RPV4 1 Betae 1 Beta

1 LF 1 LFe 1 Res, (4)

where the meaning of each term is listed in Table 2. The detailed
derivation and formulas of terms are given in the appendix.

The potential vorticity budget equation shows which pro-
cesses determine the changes of the potential vorticity. TPV1
and RPV1 are the influence by the mean flow changes, repre-
senting the mean flow relative vorticity and thickness vorticity
advected by mean flow, respectively. And TPV4 and RPV4
are influenced by the eddy activity changes, representing the
eddy relative vorticity and eddy thickness vorticity advected
by eddy activity. Besides, the TPV2, TPV3, RPV2, and RPV3
show the potential vorticity advected by the eddy–mean flow
interaction. Beta and Betae are the planetary vorticity ad-
vected by mean flow and eddy activity, respectively. LF and
LFe are the lateral dissipation by mean flow and eddy activity,
respectively.

FIG. 8. Distribution of time-mean (a) EKE and (b) MKE in the QG model averaged over model years 7–194.
Difference of (c) EKE and (d) MKE between the negative phase (blue in Fig. 8a) and the positive phase of the
dipole mode (red in Fig. 7a).
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First, we investigate the potential vorticity balance in the
mean state by calculating a time mean of Eq. (4) (Fig. 10). We
show that the planetary vorticity, thickness vorticity and relative
vorticity advection by the mean flow (Beta 1 TPV1 1 TRV1)
tend to increase the potential vorticity in the AC region, which
is largely in balance with eddy activity (RPV4). Physically, this
means that the shear increases as Coriolis decreases southward
to conserve angular momentum, while the eddy activity acts to
decrease the horizontal shear by mixing the momentum be-
tween the core and flank of the current. The potential vorticity
divergence terms due to lateral dissipation and interactions be-
tween eddies and the mean flow have little effect on the time-
mean potential vorticity balance, suggesting that the AC in our
QG simulations is in the regime of nonlinear inertial boundary
currents (Pedlosky 1996).

Then we examine how each term of the potential vorticity
budget differs between different phases of the dipole mode.
We calculate a composite of each term of the potential vor-
ticity budget, with the time-mean value subtracted, during
the positive phase and negative phase of the dipole mode
(Fig. 11). We find that when the potential vorticity is high
(low) in the AC region, the RPV4 (i.e., eddy relative vortic-
ity advected by eddy activity) contributes most of the posi-
tive (negative) potential vorticity anomaly, while Beta,
TPV1, TPV4, and LF tend to partially offset the change of
RPV4. The low-frequency potential vorticity variability is
closely connected to changes in the eddy-driven RPV4, with
a correlation coefficient around 0.7 (Fig. 11c). Thus, we con-
clude that the low-frequency dipole mode variability is largely
driven by changes in the eddy activity: when the eddy activity
becomes stronger, the momentum mixing between the core
and flank of the AC is enhanced, leading to a decrease in the
horizontal shear of the AC.

5. Discussion

a. Long-term trends of the two modes

In the preindustrial control run, the uniform and dipole
modes lack linear trends on multicentennial time scales due to
the constant climate forcing. And both modes present substan-
tial internal variability on decadal and multidecadal time scales,
suggesting the volume transport and the width of AC oscillate
on decadal to multidecadal time scales. Unlike the preindustrial
control run, the uniform mode in the historical run has an ex-
plicit trend over 120 years, suggesting a decline of volume trans-
port in response to anthropogenic forcing. We confirm this by

FIG. 9. (a) Correlations between potential vorticity changes and the dipole-mode variability.
The potential vorticity is 7-yr low-pass filtered before the correlation. The black box indicates
the region used for potential vorticity budget analysis in section 4c. (b) Time series of the
low-frequency dipole mode (red line) and potential vorticity averaged over the black box in
(a) (black line).

TABLE 2. Meaning of each term in Eq. (4).

Term Meaning

TPV1 Divergence of TPV by mean flow
TPV2 Divergence of eddy TPV by mean flow
TPV3 Divergence of mean flow TPV by eddy
TPV4 Divergence of TPV by eddy
RPV1 Divergence of RPV by mean flow
RPV2 Divergence of eddy RPV by mean flow
RPV3 Divergence of mean flow RPV by eddy
RPV4 Divergence of RPV by eddy
Beta Planetary vorticity advection by mean flow
Betae Planetary vorticity advection by eddy
LF Lateral dissipation by mean flow
LFe Lateral dissipation by eddy
Res Wind input and errors caused by calculation
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calculating the trends of the uniform mode in each 120-yr seg-
ment in the preindustrial control run and showing the probabil-
ity density function (PDF) of these trends. The trend of
uniform mode in the historical run lies on the tail of the PDF of
the uniform mode in the preindustrial control (Fig. S19), sug-
gesting that this 120-yr trend is more likely forced by the an-
thropogenic forcing. A 24-yr observation-based record also
exhibits a declining trend in the AC volume transport (Beal
and Elipot 2016), which might be caused by a combination of
anthropogenic forcing and internal variability as the volume
transport is also significantly affected by the internal variability
in decadal time scale (Fig. 4).

The dipole mode in the historical run presents no significant
trend on centennial time scales and its spatial pattern appears

to be comparable with observations which suggest a broaden-
ing AC since the 1990s (Beal and Elipot 2016). The spatial
pattern of the broadening in Beal and Elipot (2016) is similar
to our dipole mode in transition from a negative phase to a
positive phase (i.e., a shift from a faster core to a faster flank)
in two decades in the CESM. In the historical run, the lack of
long-term trend in the dipole mode suggests that the transi-
tion between different phases is not likely a signal of anthro-
pogenic forcing. Thus, we argue that the broadening of AC in
the 24-yr observation might be caused by the internal variabil-
ity. To confirm this, we define the AC width as the distance
between the western boundary and the position where the
vertical integration of velocity reaches 100 m2 s21 and calculate
its changes in each 24-yr segment in the preindustrial

FIG. 10. Time mean of each term in the potential vorticity budget [Eq. (4)].

FIG. 11. (a) Difference of each term in Eq. (4) between the (a) the negative phase and (b) the positive phase of the
dipole mode with the mean state. (c) Low-pass-filtered potential vorticity (black) and low-pass filtered RPV4 (red).
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control run. Then we compare their PDF with the observa-
tion (Fig. S20). With the same definition, the observed
broadening of the AC by around 25 km between 1993 and
2015 is well within the internal variability in CESM, suggest-
ing that this 24-yr change in AC width is more likely caused
by internal variability. Nonetheless, a recent study suggests
that the ocean eddy activity will intensify in the twenty-first
century in the Agulhas Current region (Beech et al. 2022).
The stronger eddy activity may cause the AC to become
broader in the future enhanced warming climate (e.g., Beal
and Elipot 2016).

b. Sensitive experiments of the QG model

We carry out a series of QG model experiments to examine
the sensitivity to different parameters and model configura-
tions. The presence of the dipole mode appears to be rather
insensitive to changes in the lateral dissipation rate over the
range of 120–200 m2 s21 and the dipole mode accounts for at
least 60% of the total variance regardless of the lateral dissi-
pation rate. We discuss the role of nonlinearity in modulating
the low-frequency variability of AC by removing the nonlinear
terms in Eq. (1). In this run (Fig. S21), the width of AC is 50 km
and the core speed of AC is near 5 m s21. The first two modes
could explain 99.9% of the total variance. During the spinup, the
EOF1 and EOF2 resemble the dipole mode and uniform mode
in nonlinear run, and the principal components of these two
modes exhibit periodic variability, whereas the amplitudes of the
two modes decrease dramatically as time. When the linearized
QG model integrates beyond 70 years, the AC does not change
anymore. This result highlights the role of nonlinearity in the for-
mation of low-frequency variability in ocean intrinsic processes.

c. Implications and caveats

The low-frequency variability of AC might play a signifi-
cant role in modulating the climate. The dipole mode suggests
the width of AC shows substantial decadal variability. The
AC width changes could affect the thermohaline property
of AC (Gunn et al. 2020; McMonigal et al. 2020) and thus
the salt transport by the Agulhas leakage into the Atlantic, po-
tentially affecting the AMOC variability (Weijer et al. 2002;
Biastoch et al. 2008b). The uniform mode may also be relevant
to the interbasin exchanges. When the volume transport of AC
is low, associated with the long-term trend of the uniform
mode, the Agulhas Current detaches farther downstream from
the African continental slope and leads to more Agulhas leak-
age (van Sebille et al. 2009). Thus, the trend of the uniform
mode would induce more Agulhas leakage, leading to more
salt transport into the Atlantic basin, which could offset the
slowdown of the AMOC in a warming climate (Beal et al. 2011;
Weijer et al. 2002).

Our results highlight the role of internal dynamics in con-
trolling the Agulhas Current on decadal to multidecadal time
scales. Thus, we should be cautious in interpreting the anthropo-
genic signals in the circulation system. Our results also highlight
the role of eddy activity in modulating the western boundary
currents, which suggests potential caveats in previous studies on
the western boundary currents that rely on coarse-resolution

models (e.g., Peng et al. 2022). In the high-resolution CESM
simulation, the western boundary currents in the other areas also
exhibit substantial variability on a range of time scales. In re-
sponse to awarming climate, the volume transports of thesewest-
ern boundary currents also show significant changes, but not
uniformly. Specifically, the Agulhas Current and Gulf Stream
weaken, while theKuroshio andBrazil Current become stronger,
consistent with previous climate model simulations (Sen Gupta
et al. 2021). In the other ocean basins, the western boundary cur-
rents also present changes in their path and structure, reminiscent
of the dipole mode in this study (e.g., the “large meander” of
Kuroshio;Qiu andChen 2021).

Moreover, although we argue the uniform mode is a re-
sponse to the external low-frequency wind variability in the In-
dian Ocean, other processes (e.g., eddy activity, basin mode,
air–sea interaction) might also contribute to it (Y. Zhang et al.
2020; Cessi and Louazel 2001; Yang et al. 2017a; Ma et al.
2016). In the QG model experiment, the uniform mode ac-
counts for 18% of the total variance despite a lack of wind var-
iability (Figs. 7b,d). Besides, the two leading modes in both the
preindustrial control and historical CESM simulations show
substantial decadal and multidecadal variability. But the spec-
trums of the two modes are not exactly the same between the
preindustrial control and historical simulation, which might be
caused by the evolution of natural variability (e.g., ENSO,
SAM, etc.) (Elipot and Beal 2018; Cai et al. 2015; Fogt and
Marshall 2020; Cai et al. 2005; Wang et al. 2017). Finally, al-
though the high-resolution CESM show significant improve-
ments as compared to the coarse-resolution climate models
(Chang et al. 2020), the topography is still quite blocky com-
pared to the real ocean. Thus, more observations are still
needed to monitor the multi-time-scale AC variability (Gunn
et al. 2020; McMonigal et al. 2020).

6. Summary

Using a hierarchy of high-resolution climate/ocean models,
the low-frequency variability of the AC and its physical mech-
anisms are investigated in this study. Two predominant modes,
a uniform mode and a dipole mode, are identified, which could
explain much of the low-frequency AC variance. The uniform
mode, which is associated with the volume transport changes
of the AC, is mainly driven by the low-frequency variability of
the wind field in the Indian Ocean. The dipole mode, which is
associated with the width changes of the AC, is attributed to
the low-frequency variability of eddy activity.

Comparing results from the preindustrial control experiment
with a historical experiment, which include historical anthropo-
genic forcing, we find a predominant decline of AC volume
transport from 1850 to 2005. The weakening of the AC could
lead to a strengthening of the Agulhas Leakage (van Sebille
et al. 2009) and partially compensate for the AMOC weakening
in a warming climate (e.g., Bonan et al. 2022).

We use a two-layer QG model to show the dynamics in-
volved in the dipole mode. Through a potential vorticity budget,
we demonstrate that eddy activity is essential in driving the low-
frequency dipole mode. Although our results are robust across
a hierarchy of high-resolution climate/ocean models and limited
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observations appear to exhibit similar changes, more state-of-
the-art climate models and a longer observational record are
needed to verify our results, particularly the response of the AC
to the continued warming due to greenhouse gas forcing.
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APPENDIX

Potential Vorticity Budget

The potential vorticity budget equation associated with mean
flow and eddy activity is derived. By decomposing the total
streamfunction into the mean flow (frequency, 18 months) and
eddy activity (frequency. 18 months) as ci 5 Ci 1 ui and then
substituting it into Eq. (1a), we could obtain the potential vorticity
budget equation in the upper layer:

­q1
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2C1) 2 J(C1, =
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Taking the 7-yr moving average filter of Eq. (A1), we could
obtain
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Here, a tilde (̃ ) indicates a 7-yr low-pass filter.
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